
Component Attention Guided Face Super-Resolution Network: CAGFace 

What is it about?
• Face Super Resolution (FSR) converts a low resolution (LR) face image to 

a corresponding high resolution(HR) image. We present the state-of-the-art 
FSR method results in a broad spectrum of real-life scenarios without 
inducing perceptual artifacts.

Our Contributions:
• A novel a patch-based, fully convolutional network for face image face 

super-resolution, where we
• processes patches in original low-resolution throughout its backbone.
• drives networks attention by face component masks.

• Multi stage architecture that recurrently applys the super-resolution 
stages to leverage on the reconstructed high-resolution outputs from the 
previous stage to enhance estimated high resolution details progressively.

• The experiments demonstrate SOTA with best SSIM/PSNR/FID results 
compared to existing methods and without much perceptual artifacts!

Method:
• First, facial components are segmented, and component-wise attention maps 

are generated. For training, random patches are sampled.
• The super-resolution network has two stages:

• The first stage estimates a 2× intermediate HR image;
• The second stage builds on the space-to-depth converted intermediate HR 

image and uses the original features of the first stem layer through a 
stage-wise skip-connection while implicitly imposing the component-wise 
attention.
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