
SoK: Single Image Super-Resolution

Tao Li
root@tao.li

August, 2017

root@tao.li


Outline
1 Introduction

Interpolation-based Methods
Edge-based Methods
Statistical Methods
Patch-based Methods
Sparse Dictionary Methods
GANs-based Methods

2 Loss Functions
Pixel Loss
Perceptual Loss
Adversarial Loss
Heatmap Loss

3 Performance Metrics
Peak Signal to Ratio (PSNR)
Structual Similarity Index Measure (SSIM)
Feature Similarity Index Measure (FSIM)

4 Experiments
5 Challenges



Outline
1 Introduction

Interpolation-based Methods
Edge-based Methods
Statistical Methods
Patch-based Methods
Sparse Dictionary Methods
GANs-based Methods

2 Loss Functions
Pixel Loss
Perceptual Loss
Adversarial Loss
Heatmap Loss

3 Performance Metrics
Peak Signal to Ratio (PSNR)
Structual Similarity Index Measure (SSIM)
Feature Similarity Index Measure (FSIM)

4 Experiments
5 Challenges



Interpolation-based Methods1

1[Irani and Peleg, 1991]



Interpolation-based Methods

Interpolation-based methods (bilinear, bicubic, and Lanczos) generate HR
pixel intensities by weighted averaging neighboring LR pixel values. Since
interpolated intensities are locally similar to neighboring pixels, these
algorithms generate good smooth regions but insufficient large gradients
along edges and at high-frequency regions [Yang et al., 2014].
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Edge-based Methods

Several SISR algorithms have been proposed to learn priors from edge
features for reconstructing HR images [Yang et al., 2014]. [Fattal, 2007]
proposed the depth and width feature of edges. [Sun et al., 2008]
sugguested using gradient profiles.
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Architecture of SR-GAN2

2[Ledig et al., 2017]



Architecture of Super-FAN3

3[Bulat and Tzimiropoulos, 2017]
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Pixel loss

Pixel Loss

Given a low resolution image I LR and the corresponding high resolution
image IHR , pixel-wise MSE loss is used to minimize the distance between
I LR and IHR .

lpixel =
1

r2WH

rW∑
x=1

rH∑
y=1

(IHRx ,y − GθG (I LR)x ,y )2 (1)

where W and H denote and size of I LR and r is the upsampling factor.



Perceptual Loss

The pixel-wise MSE loss achieves high PSNR values, however, it often
results in blurry and unrealistic images. To address this issue,
[Johnson et al., 2016, Ledig et al., 2017] proposed a perceptual loss where
the super-resolved image and the original image must also be close in
feature space.

Feature Reconstruction Loss

The loss over the ResNet features at a given level i is defined as

lfeature/i =
1

WiHi

Wi∑
x=1

Hi∑
y=1

(φi (I
HR)x ,y − φi (GθG (I LR))x ,y )2 (2)

where φi denotes the feature map obtained after the last convolutional
layer of the i th block, and Wi and Hi are its size.



Feature Reconstruction Loss4

4[Johnson et al., 2016]



Style Reconstruction Loss5

5[Johnson et al., 2016]



WGAN Loss

Wasserstein GAN Loss

lWGAN = E
Î∼Pg

[D(Î )]− E
Î∼Pr

[D(IHR)] + λ E
Î∼PÎ

[(||∇ÎD(Î )||2 − 1)2] (3)

where Pr is the data distribution and Pg is the generator G distribution
defined by Î = G (I LR). PÎ is obtained by uniformly sampling along
straight lines between pairs of samples from Pr and Pg .



Heatmap Loss

[Bulat and Tzimiropoulos, 2017] proposed a heatmap loss to enforce
structural consistency between the super-resolved and the corresponding
HR facial image.

Heatmap Loss

lheatmap =
1

N

N∑
n=1

∑
i ,j

(M̃n
i ,j − M̄n

i ,j)
2 (4)

where M̃n
i ,j is the heatmap corresponding to the nth landmark at pixel (i , j)

produced by running the FAN on the super-resolved image ĪHR , and M̄n
i ,j is

obtained by running another FAN on the original image IHR .
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Peak Signal to Ratio (PSNR)6

PSNR

Given a reference image f and a test image g , both of size M × N, the
PSNR (in dB) between f and g is defined as

PSNR = 10 · log10(
MAX 2

I

MSE
) (5)

where

MSE (f , g) =
1

MN

M∑
i=1

N∑
j=1

(fi ,j − gi ,g )2 (6)

MAXI is the maximum possible pixel value of the image. For example,
when the pixels are represented using 8 bits per sample (grey-level),
MAXI = 255.

A small value of the PSNR implies high numerical differences between
images (not necessarily to be of low quality!).

6[Hore and Ziou, 2010]



What’s wrong with the MSE?7

7[Wang and Bovik, 2009]



Structual Similarity Index Measure (SSIM) I

[Wang et al., 2004] separates the task of similarity measurement into three
comparisons:

Luminance

Contrast

Structure



Structual Similarity Index Measure (SSIM) II



Structual Similarity Index Measure (SSIM) III

Luminance comparison function l(x , y)

µx =
1

N

N∑
i=1

xi (7)

The luminance comparison function l(x , y) is a function of µx and µy .

Contrast comparison c(x , y)

σx = (
1

N − 1

N∑
i=1

(xi − µx)2)1/2 (8)

The contrast comparison c(x , y) is the comparison of σx and σy .



Structual Similarity Index Measure (SSIM) IV

Structure comparison s(x , y)

x − µx
σx

(9)

y − µy
σy

(10)

The structure comparison s(x , y) is conducted on these normalized signals.



Structual Similarity Index Measure (SSIM) V

SSIM

These three components are combined to generate an overall similarity
measure

S(x , y) = f (l(x , y), c(x , y), s(x , y)) (11)

The general form of the Structural SIMilarity (SSIM) index between signal
x and y is defined as

SSIM(x , y) = [l(x , y)]α · [c(x , y)]β · [s(x , y)]γ (12)

Specifically, when α = β = γ = 1, the resulting SSIM index is

SSIM(x , y) =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
(13)

where C1, C2, and C3 are small constants.

7[Wang et al., 2004, Wang and Bovik, 2009]





Feature Similarity Index Measure (FSIM)8

8[Zhang et al., 2011]



PSNR, SSIM, FSIM versus human and deep nets (LPIPS)9

9[Zhang et al., 2018]
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Comparison of bicubic, SRResNet, SRGAN10

10[Ledig et al., 2017]



Comparison of SRGAN and Super-FAN11

11[Bulat and Tzimiropoulos, 2017]
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Challenges: from toy data to real-world problems13

Computation Efficiency

Robustness

Real-world Performance12

And more . . .

12Higher MSE does not have to be visually more appealing! Bicubic interpolation
usually achieves smaller MSE compared with those recovered by some example-based
approaches [Yang et al., 2010].

13[Huang and Yang, 2010]
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