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Fig. 1: The first fatal accident of self-driving cars occurred in March 2018: an experimental Uber vehicle in autonomous mode
truck and killed a pedestrian in Tempe, Arizona [1]. Word clouds are generated from comments below self-driving-related
videos on YouTube (left: one month before the incident; right: one month after; middle: the accident scene, photo by ABC-15).

Abstract—We present a comprehensive pipeline for large-scale
opinion mining via a case study of the first self-driving car
fatality, in an effort to qualitatively and quantitatively evaluate
trending techniques in web searching as well as sentiment
analysis. We first perform a scalable and fault-resilient web
scraping with a partially-stateful data model. We then apply
recent advances in deep learning comparing with a commercial
software for sentiment detection. Not only do we measure the per-
formances of the models by numerical metrics, we subsequently
align the prediction results with amid economic indices and
impactful social events. We further discuss trade-offs of above
models from perspectives of both performance improvements
of computer systems and accuracy enhancements of machine
learning models, and provide deeper insights for stakeholders in
the autonomous vehicle industry and the computational social
science community.

I. INTRODUCTION

With billions of users discussing and sharing opinions
online every day, social media (e.g., Facebook, Twitters, and
YouTube) is a rich data source for understandings of social and
economic semantics. By changing the way we perceive and
interact with the world, social media is changing our ways
of living profoundly [2], [3], and has attracted tremendous
attention from both academia and industry, with concerns
ranging from building reliable and scalable systems with high-
performance for online data collection, to analyzing such data
in a timely and accurate manner [4]–[6].

Recent progresses of autonomous vehicles bring self-driving
cars to the forefront of public interest [7]–[10]. Particular-
ily after the first fatal accident of self-driving cars recently
happened in Arizona, USA [1], autonomous vehicles have
become a popular topic in social media. Multiple attempts
have been made to investigate people’s safety concerns of

autonomous vehicles as well as acceptance levels and will-
ingness to purchase [11]–[13]. However, these studies rely
heavily on surveys which usually suffer disadvantages in (i)
low response rate ; (ii) uncertainty over the validity of the
data and sampling issues; and (iii) concerns surrounding the
design, implementation, and evaluation of the survey [14]–
[17]. Fortunately, recent techniques (e.g., [18]–[23]) in natural
language processing (NLP) provide new possibilities to tackle
the disadvantages of traditional surveys. In this paper, we
collect textual data from large-scale web scraping and thereby
evaluate these quantitative methods in a real-world scenario.

II. BACKGROUND

A. Large-scale Web Scraping

The first crawler was Wanderer, created by Matthew Gray
in 1993 [24], when the World Wide Web (WWW) was created
[25]. Since then, many attempts have been made to address the
issues of scalability, extensibility, and performance [26]–[28].

B. Sentiment Analysis

Finding out what other people think has always been an
important part of information collection and decision making.
Gathering opinions of hot, and probably controversial topics
in the social media has aroused tremendous attention in
the research community. [29] devided the task of sentiment
classification into three levels: document-level, sentence-level,
and aspect-level. Although the performance of traditional bag-
of-words-based methods is good enough for document-level
classification, sentence-level sentiment classification is still
challenging. Recently, many deep learning-based methods are
proposed; to name a few: [30]–[33].



Fig. 2: Architecture of the deep neural network for sentiment
classification [33].

III. METHODOLOGY

A. Data Collection

One of the key components of the project is YouTube Data
APIs, which can be used to download metadata of YouTube
videos, including title, description, and comments. The APIs
provide Python wrappers which are programmer-friendly,
compatible to many existing web scraping frameworks, and
powerful in text processing. To maximize the performane of
large-scale web scraping with limited computing resrouces, we
adopt a partially-stateful data model [34] for high-performance
web applications.

B. Analysis Methods

Word cloud is an efficent and appealing visualization
method for textual data and has served as a starting point
multiple studies across various domains [35]. In Figure 1,
we present word clouds generated from YouTube comments
one month before and after the fatal incident. It shows a
clear distinction of word uses between the two corpuses and
provides insights of public opinions toward the accident as
well as autonomous vehicles. To quantify the impacts, we
adopt a deep neural network composed of a single convo-
lutional layer followed by a non-linearity, max pooling and
a soft-max classification layer, as shown in Figure 2. Hyper-
parameters and pre-training settings are detailed in [33]. There
deep network is trained on the SemEval dataset [36].

IV. FUTURE WORKS

We discuss high-level ideas in this extended abstract and
leave the entire pipeline in the full paper, in which we (i)
introduce the data collection process, address its challenges,
and adopt a novel data flow model attack the issue; (ii) perform
descriptive statistics analysis and data visualization to have a
basic sense of the data; (iii) subsequently train a deep neural
network for sentiment classification and compare the results
with the Google’s Cloud Natural Language Processing API;
and (iv) finally align the quantitative results with real-world
incidents to qualitatively evaluate the prediction models.
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